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سهیل تهرانی پور

ر برق دانشگاه خواجه نصیدکتری
الدین طوسی

هیات علمی دانشگاه شاهدعضو

دکتر محمد منثوری

دکتری هوش مصنوعی و رباتیکز•

مدیر عامل شرکت دانش بنیان ساعیان ارتباط •

هوش مصنوعی در مراکز فرودگاه های سراسر کشور، گروه صنعتی انتخاب•

مدیر پروژه سامانه های مخابراتی مترو تهران•

تولید نرم افزار شناسایی موضوع متون از با استفاده از روش های هوش مصنوعی•

تولید نرم افزار شناسایی علایم راهنمایی و رانندگی در خودروهای بدون سرنشین•

فارسی در حوزه سامانه های پروازیChatbotتولید •

مدرس دوره های یادگیری ماشین و علم داده در همراه اول، وزارت نفت، بیمه ایران •

Iran Machine Learningهم بنیان گذار •
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RNN 
(Recurrent Neural Network)



What is RNN?

Advantages of Recurrent Neural Network

1.RNN can model sequence of data so that each sample can be assumed to be dependent on previous ones

2.Recurrent neural network are even used with convolutional layers to extend the effective pixel neighborhood.

Disadvantages of Recurrent Neural Network

1.Gradient vanishing and exploding problems.

2.Training an RNN is a very difficult task.

3.It cannot process very long sequences if using tanh or relu as an activation function.

1. Unlike feedforward neural networks, RNNs 

can use their internal state (memory) to 

process sequences of inputs.

2. DNN  is not for Sequential Data.



What is RNN?



What is RNN?



Tanh or Sigmoid?

Tanh

Sigmoid



What is Simple RNN?



RNN Advantages ?



Simple RNN Disadvantages?



How to Deal with Vanishing/Exploding Gradient?

DNN (Deep Neural Network)

RNN (Recurrent Neural Network)



Different kind of recurrent networks?

Image Captioning
image -> sequence of words 

Sentiment Classification
sequence of words -> sentiment 

Machine Translation
seq of words -> seq of words 

Video classification 
on frame level 



LSTM 
(Long Short 

Term Memory)



What is LSTM?



What is LSTM?



What is LSTM?



What is LSTM? (1)

Forget gate operations



What is LSTM? (2)

Input gate operations



What is LSTM? (3)

Calculating cell state



What is LSTM? (4)

output gate operations



GRU 
(Gated Recurrent Unit)



What is LSTM?



Time Series Analysis with LSTM



What is Autoregression?

A time series is a sequence of measurements of the same variable(s) made over time.



Different kind of Time-Series dataset (Multivariate Time Series)

The number of observations recorded for a given time in a time series dataset matters. Traditionally, 

different names are used:

• Univariate Time Series: These are datasets where only a single variable is observed at each time, such 

as temperature each hour. 

• Multivariate Time Series: These are datasets where two or more variables are observed at each time.

Most time series analysis methods, and even books on the topic, focus on univariate data. This is because it 

is the simplest to understand and work with. 

Multivariate data is often more difficult to work with. It is harder to model and often many of the classical 

methods do not perform well.



Different kind of Time-Series dataset (Multi-Step Forecasting)

The number of time steps ahead to be forecasted is important.

Again, it is traditional to use different names for the problem depending on the number of time-steps to 

forecast:

• One-Step Forecast: This is where the next time step (t+1) is predicted.

• Multi-Step Forecast: This is where two or more future time steps are to be predicted.

Time Series Forecasting as

 Supervised Learning



Solutions to Time-Series



What is Autoregression solutions?

ARIMA, short for ‘Auto Regressive Integrated Moving Average’ 

is actually a class of models that ‘explains’ a given time series 

based on its own past values, that is, its own lags and the lagged 

forecast errors, so that equation can be used to forecast future 

values.



What is Autoregression solutions?



LSTM Model Architecture for Rare Event Time Series Forecasting

Scaled Multivariate Input for Model Taken from “Time-series 
Extreme Event Forecasting with Neural Networks at Uber”.

A training dataset was created by splitting the historical data into sliding windows of input and output variables.

The specific size of the look-back and forecast horizon used in the experiments were not specified in the paper.



https://finance.yahoo.com/quote/AAPL/history?p=AAPL&.tsrc=fin-srch
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